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ABSTRACT 

During intense rain and flood situation, the gravity flow in sewer network transients to a partially pressurized 
flow, in which the air pocket is entrapped and undergone intense compression. Severe surging resulting 
from large compressed air pocket may lead to operational failures and structural damage. A typical 
approach to simulate these surge flows is interrupting the downstream end by partially or completely closing 
a gate valve. Besides experimental efforts, the relevant numerical simulations have attracted a lot of 
attention due to the cost-effectiveness. Some numerical studies simplify the governing equations by 
adopting a lumped inertia approach (rigid column model) to simulate the unsteady flow. Meanwhile, in other 
studies, the modified Saint-Venant equations were used to incorporate the pipe elasticity to take into 
account the effects of water compressibility. Recently, the authors performed a simulation using a shock-
fitting approach, in which the free-surface Saint-Venant equations in conjunction with the rigid column model 
are employed to simulate the air pocket entrapment in a closed-conduit transient flow. In this paper, the 
performance of this approach was compared to other approaches in the previous studies. It was found that 
this shock-fitting approach outperforms the other methods in terms of calculating the maximum and 
minimum peak surge heads as well as the consecutive attenuations. This improvement was observed, 
particularly, for completely blocking the outflow with various ranges of the air pocket sizes and discharged 
flowrates. 

Keywords: Transient closed conduit flows; Surge pressure; Shock fitting; rigid column; Free-surface 
flow. 

1 INTRODUCTION 
     A free-surface flow in a closed conduit below grade system, which transports the ground water and 
rainfall, may change to an under pressure flow, due to sudden changes in the boundary conditions, i.e. 
blockage or larger flowrates than the capacity along the sewer system. Therefore, the gravity flow transients 
to a pressurized flow and the air pocket, which is entrapped and undergone an intense compression, could 
abruptly escape either from the upstream or downstream manholes. The operational problems, damaging 
effects to the structure or geysering events occur, which have implications for public safety and health as 
well as additional costs. Previous studies, including numerically and experimentally, on the mechanism of 
an air pocket entrapment includes Hamam and McCorquodale (1982), Cardle et al. (1989) and Li and 
McCorquodale (1999), among others. Overall, these studies indicated that hydraulic instability may occur 
due to transition from the free-surface flow to the pressurized flow in storm sewers. Moreover, it was found 
that the compression and expansion of trapped air bubbles in the sewer system produce high-frequency 
pressure transients.  
    The transition can be simulated using the Preissmann slot model (Cunge and Wegner, 1964). However, 
as shown by Vasconcelos et al. (2006), this model can result in spurious oscillations due to the narrow slot. 
The two-components pressure approach (TPA) is an alternative to overcome the inability of Preissman slot 
model in simulating the sub-atmospheric full pipe flow. In this shock capturing model, the hydrostatic 
pressure is decoupled from surcharged pressures in pressurized conditions (Vasconcelos and Wright, 
2007). This approach is formed based on the fundamental similarity between unsteady incompressible flow 
equations for elastic pipe and the unsteady open-channel flow equations. The model predictions could 
capture the experimental data with a good agreement. However, this model is susceptible to oscillatory 
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behaviors, particularly, in the presence of high pressure wave speed (Bousso et al., 2013).  The shock 
fitting approach was employed in numerous studies, e.g. Guo and Song (1990) and Fuamba (2002), in 
which two set of governing equations are used for free-surface and pressurized zones independently and 
the air-water interface is calculated iteratively by using an interpolation technique. However as indicated by 
Politano et al. (2007) and Bousso and Fuamba (2014), these interpolation does not conserve the mass 
continuity and generate significant errors. Using the mass and momentum conservation equations around 
the wavefront improves the accuracy (Bousso and Fuamba, 2014).  
    The main disadvantage of the above mentioned studies is that they result in a single phase model that 
do not explicitly account for the air effect on the hydraulic simulation. Instead the rigid column (RC) model 
let the air effect to be taken into account. This lumped-pressure model assumes a spatially invariant 
velocity, as those of Li and McCorquodale (1999) and Zhou et al. (2004). Vasconcelos and Leite (2012), 
experimentally and numerically, investigated the air pocket entrapment by a suddenly closed gate valve at 
the downstream. The RC model was applied, where the water and air volumes were assumed as two 
separate rigid columns at the upstream and downstream, respectively. Following the experiment of 
Vasconcelos and Leite (2012), Hatcher et al. (2015) numerically simulated the air pocket entrapment by 
suddenly closed a gate valve, using the RC model as well as the modified Saint-Venant equation set, solved 
by Method of Characteristic (MOC). Vasconcelos and Leite (2012) and Hatcher et al. (2015) predicted the 
solutions with reasonable tolerance of accuracy, except for the total valve closure, in which the numerical 
solutions did not exhibit damping and the peak pressures were overestimated significantly. 

2   OBJECTIVES 
     As demonstrated by Karney (1990) and Malekpour and Karney (2014), after a specific length of a 
pressurized water column, the internal energy, stored in the water column, balances with the kinetic energy 
and the air pressure has to be equal to the maximum water hammer pressure. Thus, after this threshold 
length, the RC model overestimates the air pressure head and violates the physics of the flow, because it 
exceeds the maximum water hammer pressure. Meanwhile, the RC model is attractive since it is 
conceptually simple and easy to implement, while incorporates the fundamental features of the flow.  
    In this regard, a shocking fitting approach allows to compute the pressurized and free-surface flows 
separately, while they are linked by satisfying the momentum and mass conservations within the transient 
region. The primary goal of this investigation is to assess the accuracy of the shock fitting model in 
prediction of the flow features of a closed conduit transient flow following an air pocket entrapment. The 
calculated flow variables include the flowrate, pressure surge and the consecutive attenuations. The 
undertaken shock fitting approach combines the RC model applied to the upstream pressurized flow and 
the Saint-Venant equation set, solved by the MOC, applied to the downstream free-surface flow. It is 
expected to improve the numerical solutions, compared to the previous results obtained by the RC model, 
because the free-surface part is detached from the pressurized column which now has a shorter length. 
Therefore, the RC model is less likely to exceed the threshold length and the over-predicted peak pressure 
head would be improved. Furthermore, the free-surface flow allows to more accurately calculate the air 
pocket volume rate, which directly influences the air pressure variation. 
    A typical example for studying the air pocket entrapment is to obstruct the outflow using a gate valve. 
Therefore, the air pocket entrapment could be investigated for both partially and completely flow 
obstructions. The results of this investigation are compared to the experimental data as well as the RC 
model and modified Saint-Venant equations set, presented by Hatcher et al. (2015). 

3   GENERAL DESCRIPTION 
      In the steady flow condition, the water, which is supplied by a constant flowrate (𝑄𝑖) from a reservoir 
with initial absolute pressure head (ℎ𝑢)  enters the pipeline in pressurized regime at the upstream. 
Somewhere along the pipeline at the downstream, the flow separates from the pipe wall and freely 
discharges to the atmosphere. Following the experiment of Hatcher et al. (2015), the pipeline diameters 
are set as 𝐷 = 53 and 102 mm with the total length 𝐿𝑡 = 10.7 m and 𝐿𝑡 = 12 𝑚 and adverse slopes 𝑆 = −2 
and 𝑆 = −1.3 %, respectively. The pipe material is clear PVC with Manning roughness coefficient 𝑛 =
0.009. At the downstream end, a knife-gate valve with the same inside dimeter as the pipeline diameter is 
placed with initially no obstruction on the flow, while the valve is operated to certain closure degrees, i.e. 
100 and 81%. The valve is assumed to operate in time linearly and to completely block the pipe cross-
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section in 0.2 𝑠 (Vasconcelos and Leite, 2012). Note that the kinematic viscosity of water is set as 𝜗 =

10−6 𝑚2

𝑠
. 

3.1   INITIAL CONDITION 
     With respect to the initial conditions, the first challenge is to find the steady state solution for the free-

surface flow. Alves et al. (1993) investigated the drift velocity of an air bubble in an inclined liquid column 
and they found the water surface profile for different inclination angles, including the horizontal one. Further 
detail is referred to Benjamin (1968) and Alves et al. (1993), and here it is only mentioned that the profile 
with zero inclination angle is taken as the steady state solution for all adverse slopes, because the 
undertaken slopes in this study is not so steep. Thus, so far, the initial water surface elevations, 𝑦𝑖(𝑥𝑖), at 

each 𝑥𝑖 location are calculated. The initial air pocket volume is calculated using the following formula,  

where, ∀𝑎
0  denotes the initial air volume and 𝐿𝑢,0 is the initial water column length. 𝐴 represents the pipe 

cross section area and 𝐴𝑓(𝑥) represents the free-surface flow cross section area at the location 𝑥. Following 

the experiment (Hatcher et al., 2015) the initial air cavity volume is set to a certain amount, therefore, in Eq. 
[1] the initial pressurized water column length, 𝐿𝑢,0, is changed manually such that the value of the initial air

volume is achieved.
The initial velocity, at each cross section can be calculated using the continuity equation as,

𝑄𝑖 = 𝑉𝑖(𝑥𝑖)𝐴𝑓(𝑥𝑖). [2]

In terms of the pressurized column, the initial velocity, denoted by 𝑉𝑢, is calculated as, 

𝑄𝑖 = 𝑉𝑢𝐴. [3] 

    In order to calculate the initial absolute pressure head, ℎ𝑢,0, the steady state momentum equation is 

applied to the pressurized water column as, 

0 =
ℎ𝑢,0 − ℎ𝑎,0

𝐿𝑢,0

+ [𝑆 − (
𝑓

𝐷
+

𝐾𝑙𝑜𝑠𝑠

𝐿𝑢,0

)
𝑉𝑢,0|𝑉𝑢,0|

2𝑔
], 

[4] 

where the subscript zero denotes the initial value, 𝑓  and 𝐾𝑙𝑜𝑠𝑠  represent the Darcy friction factor and 

summation of local loss coefficients respectively and ℎ𝑎 represents the air pocket absolute pressure head, 
with initial value as the atmospheric pressure head, i.e. ℎ𝑎,0 = 10 m and 𝑔 denotes the gravity acceleration 

constant, 𝑔 = 9.81 ms−2. The Darcy friction factor is calculated using the Colebrook-White formula as,  

1

√𝑓
= −2 𝑙𝑜𝑔 (

2.51

𝑅𝑒√𝑓
), 

[5] 

where 𝑅𝑒 is the Reynolds number and it is calculated as 𝑅𝑒 =
𝑉𝑢𝐷

𝜗
. 

 3.2   BOUNDARY CONDITIONS 
     At the upstream end, it is assumed that the flow is discharged into the reservoir constantly with 

flowrate (𝑄𝑖). At the downstream end, the valve is assumed to operate linearly, while it takes 0.2𝑠 to 
completely obstruct the outflow (Vasconcelos and Leite, 2012). The velocity at the downstream end at each 

time step, 𝑉𝑜𝑢𝑡
(𝑛)

, where superscript 𝑛 denotes the time step interval, is calculated using the orifice discharge

formula as, 

∀𝑎
0 = 𝐴(𝐿𝑡 − 𝐿𝑢,0) − ∫ 𝐴𝑓(𝑥)𝑑𝑥

𝐿𝑡

𝐿𝑢

, 
[1]
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𝑉𝑜𝑢𝑡
(𝑛)

= 𝑐𝑑√2𝑔|ℎ𝑎
(𝑛)

− ℎ𝑎𝑡𝑚|
[6] 

where 𝑐𝑑 represents the discharge coefficient, ℎ𝑎
(𝑛)

 is the air pocket absolute pressure head, calculated

at the time step (𝑛) and ℎ𝑎𝑡𝑚  is the atmosphere pressure head (ℎ𝑎𝑡𝑚 = 10 𝑚). Following Zhang et al. 
(2018), the discharge coefficient is assumed as a function of the valve opening ratio, denoted by 𝜏, with the 
maximum value (𝜏𝑚𝑎𝑥 = 0.36) and the minimum value (𝜏𝑚𝑖𝑛 = 0), corresponded to 𝜏 = 100 and 𝜏 = 0, 
respectively.  

4   GOVERNING EQUATIONS 
     The undertaken approach in this study is a shock fitting approach, in which the pressurized column is 
simulated by an RC model and the free-surface flow is calculated using the Saint-Venant governing 
equations set, solved by MOC method. The Saint-Venant governing equations set which is applied to the 
downstream free-surface flow has a form as (Chaudhry, 2008), 

𝜕𝑦

𝜕𝑡
+ 𝑉

𝜕𝑦

𝜕𝑥
+ 𝐷ℎ

𝜕𝑉

𝜕𝑥
= 0, 

[7] 

𝜕𝑉

𝜕𝑡
+ 𝑉

𝜕𝑉

𝜕𝑥
+ 𝑔

𝜕𝑦

𝜕𝑥
= 𝑔(𝑆 − 𝑆𝑓), 

where 𝑦 and 𝑉 represent the flow depth and velocity, respectively, varying along the flow direction 𝑥. 𝐷ℎ is 

the hydraulic depth, calculated as 𝐷ℎ = 𝐴
𝐵⁄ , where 𝐵 denotes the water surface width and 𝑆𝑓 is the friction

slope, calculated at each cross section using the Chézy formula as, 

𝑆𝑓 = 𝑛2
𝑉2

𝑅
ℎ

4
3⁄

, [8] 

where 𝑅ℎ is the hydraulic radius. 

    The main concept of the RC model is to neglect the water compressibility so that the pressurized flow 
could be treated as a rigid column with space-invariant velocity. Applying the momentum conservation law 
to this rigid column yields an equation as, 

𝑑𝑉𝑢

𝑑𝑡
= g

ℎ𝑢 − ℎ𝑎

𝐿𝑢

+ g [𝑆 − (
𝑓

𝐷
+

𝐾𝑙𝑜𝑠𝑠

𝐿𝑢

)
𝑉𝑢|𝑉𝑢|

2𝑔
], [9] 

where 𝑡 represents the time variable. The pressure head of the upstream column (ℎ𝑢) is calculated using 
the inflow hydrograph of the upstream reservoir. Thus, 

𝐴𝑠

𝑑ℎ𝑢

𝑑𝑡
= 𝑄𝑖 − 𝐴𝑉𝑢 , 

[10] 

where 𝐴𝑠  represents the cross section area of the reservoir, here assumed as 𝐴𝑠 = 60𝐴 . Following 
Vasconcelos and Leite (2012) and Hatcher et al. (2015), the air pocket is assumed to undergo the 
compression in a Polytropic process. Thus, 

ℎ𝑎∀𝑎
𝑘= 𝑐𝑡𝑒, [11] 

where 𝑘 represents the Polytropic coefficient, which is set as 𝑘 = 1.2 (Vasconcelos and Leite, 2012). 
    As mentioned before, in the shock fitting approach, the upstream pressurized column and the 
downstream free-surface flow are connected by a transient region, where the celerity of the wave front as 
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well as the water depth and velocity for the first node of the free-surface flow will be calculated using three 
extra equations. First, the mass conservation law gives the celerity of the wave front as, 

𝑊 =
𝐴𝑉𝑢 − 𝐴1𝑉1

𝐴 − 𝐴1

, 
[12] 

in which 𝑊 represents the celerity and the subscript 1 denotes the first node of the free-surface flow. 
    Li and McCorquodale (1999) elaborately developed the RC model for different transient stages, 
particularly, for the transition of a free-surface flow to a pressurized flow, in which they applied the 
momentum conservation law on the moving air-water interface. Moreover, Li and McCorquodale (1999) 
took the air pocket velocity into account. Thus, following Li and McCorquodale (1999), in the present paper 
a similar equation is used to find the water depth at the first node (𝑦1) as follows, 

𝐴(𝑉𝑢 − 𝑊 − 𝑉𝑏)(𝑉1 − 𝑉𝑢) = 𝑔𝐴(ℎ𝑢 − ℎ𝑎) − 𝐴1

𝑔𝑦1

2
+ 𝑔∆𝑥(𝑆 − 𝑆𝑓,1)

(𝐴 + 𝐴1)

2
, 

 [13] 

where 𝑉𝑏  represents the air pocket velocity and ∆𝑥 is the grid size. One may notice that one more equation 
is needed to calculate the velocity at the first node (𝑉1) of the free-surface flow. This equation, given by the
positive characteristic of MOC method applied to the free-surface flow, will be explained in the next section. 
    Finally, the continuity equation applied to the pressurized column gives the time dependent equation for 
the rigid column length as, 

𝐴
𝑑𝐿𝑢

𝑑𝑡
= 𝑊 + 𝑉𝑏 . 

[14] 

5   NUMERICAL SIMULATIONS 
     As mentioned before, the Saint-Venant equations set of the free-surface flow is solved using the MOC 
method. To find the dependent variables in time-space coordinates, this method transforms the governing 
equations [7] into two ordinary differential equations (ODEs), called compatibility equations, that can be 
integrated along the characteristic curves. Further details of this method could be found in the reference 
book (Chaudhry, 2008). The compatible equations of [7] are as,  

𝐷𝑉

𝐷𝑡
+

𝑔

𝑐

𝐷𝑦

𝐷𝑡
= 𝑔(𝑆 − 𝑆𝑓), 

[15] 

𝐷𝑉

𝐷𝑡
−

𝑔

𝑐

𝐷𝑦

𝐷𝑡
= 𝑔(𝑆 − 𝑆𝑓), 

where 𝑐  denotes the gravity wave celerity 𝑐 = √𝑔
𝐴

𝐵
.  Note that the derivatives of the independent 

variables (𝑥, 𝑡) have been changed to a new derivative along the characteristic paths, thus, 
𝐷

𝐷𝑡
=

𝜕

𝜕𝑡
+

𝜕

𝜕𝑥

𝑑𝑥

𝑑𝑡
,

in which, the positive and negative characteristic paths could be found as follows, respectively. 

𝑑𝑥

𝑑𝑡
= 𝑉 + 𝑐, 

[16] 

𝑑𝑥

𝑑𝑡
= 𝑉 − 𝑐. 

     In any position where the two characteristic lines intersect each other, the dependent variables, 𝑉 and 𝑦, 
can be calculated simultaneously. The finite difference solution of the compatibility equations can be found 
using a finite difference computational mesh depicted in Figure 1. 
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Figure 1: Characteristic lines in a computational mesh 

     As illustrated in Figure 1, the unknown variables at the time step 𝑛 + 1 for a grid point (𝑃) can be 

calculated using the solutions at 𝑅 and 𝑆 which are associated with the time step 𝑛. As can be seen, the 
characteristic lines do not intersect the time lines at the grid points 𝐴 and 𝐵. Therefore, the solutions at 𝑅 
and 𝑆 need to be interpolated using the solutions at the grid points. Note that in this paper the linear 
interpolation technique has been utilized. The discrete equations can then be written as follows (Chaudhry, 
2008), 

𝑉𝑝 = 𝐷𝑞 − 𝐷𝐴𝑦𝑃, [17] 

𝑉𝑝 = 𝐷𝑛 + 𝐷𝐵𝑦𝑃, [18] 

where 

𝐷𝑞 = 𝑉𝑅 +
𝑔

𝑐𝑅
𝑦𝑅 + 𝑔(𝑆 − 𝑆𝑓)𝑅∆𝑡    and    𝐷𝐴 =

𝑔

𝑐𝐴
, 

[19] 

𝐷𝑛 = 𝑉𝑆 −
𝑔

𝑐𝑆
𝑦𝑆 + 𝑔(𝑆 − 𝑆𝑓)

𝑆
∆𝑡 and    𝐷𝐵 =

𝑔

𝑐𝐵
, [20] 

where 

𝜑𝑅 = 𝜑𝐵 + (𝑉 + 𝑐)
∆𝑡

∆𝑥
(𝜑𝐴 − 𝜑𝐵),

[21] 

𝜑𝑆 = 𝜑𝐵 + (𝑉 − 𝑐)
∆𝑡

∆𝑥
(𝜑𝐶 − 𝜑𝐵),

[22] 

where 𝜑 could be either 𝑉 or 𝑦. Note that ∆𝑡 represents the time step increment which is calculated using 
the courant-friedrichs-lewy (CFL) condition. This condition for the free-surface flow is as, 

𝐶𝐹𝐿 = [max(𝑉) + max(𝑐)]
∆𝑡

∆𝑥
, 

[23] 

where max denotes the maximum value. As explained in the Section 4, at each time step, the water depth 
at the first grid point (𝑦1) is calculated using the momentum balance in the transient region, Eq. [13]. 
Meanwhile, Figure 1 illustrates that only the negative characteristic path transfers the solutions to the first 
grid point. Therefore, Eqs. [18], [20] and [22] yield an equation to find the velocity at the first grid point and 
at the time step 𝑛 + 1.  
     Similarly, in the last grid point, only the positive characteristic path transfers the solution to the last grid 
point, in which the velocity is calculated using the orifice-like equation [6]. Thus, using Eq. [17], [19] and 
[21] yields an equation to calculate the water depth at the time step 𝑛 + 1 and at the last grid point 𝑖𝑚𝑎𝑥,
(𝑦𝑖𝑚𝑎𝑥

), where 𝑖𝑚𝑎𝑥 represents the number of the last grid point located at the outlet.

 The governing equations of the pressurized column, Eqs. [9], [10] and [14], are solved using the 
backward Euler (BE) scheme. Considering a general ODE problem as, 

𝑑𝜑

𝑑𝑡
= 𝑓(𝜑). 

[24]
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The BE scheme applied to [24] yields the discrete formula as, 

𝜑𝑛+1 = 𝜑𝑛 + ∆𝑡𝑓(𝜑𝑛+1), [25] 

where the superscript indicates the level of the time step. After calculating the water depth profile, the 
volume of the air pocket at the time step 𝑛 + 1 is calculated using the following formula,  

∀𝑎
𝑛+1= 𝐴(𝐿𝑡 − 𝐿𝑢

𝑛+1) − ∫ 𝐴𝑛+1(𝑥)𝑑𝑥
𝑥𝑖𝑚𝑎𝑥

𝑥1

− (𝑊𝑛+1 + 𝑉𝑏
𝑛+1)∆𝑡(𝐴 − 𝐴1

𝑛+1).

 [26] 

Then, the air pocket pressure head at the time step 𝑛 + 1 is calculated as, 

ℎ𝑎
𝑛+1(∀𝑎

𝑛+1)𝑘 = ℎ𝑎
𝑛(∀𝑎

𝑛)𝑘  [27] 

     It is worth mentioning that due to the implicit time integration scheme, an iterative approach is needed, 
in which all discrete equations will be solved simultaneously up to a certain tolerance (𝑇𝑜𝑙 = 10−15). The 
tolerance ensures that the numerical errors are suppressed and the solutions are accurate enough. 

6   RESULTS AND DISCUSSIONS 
     The proposed shock fitting approach, hereafter called RC-FM, was tested with partial valve closure 
(81%) and total valve closure (100%). The results of this approach are compared to the experimental and 
numerical results provided by Hatcher et al. (2015). Hatcher et al. (2015) applied a rigid column model, 
hereafter called RC, to the entire closed conduit flow, assuming the water and air pocket as two separate 
columns. In the other model, studied by Hatcher et al. (2015), hereafter called MOC, the modified Saint 
Venant equations, was solved by the MOC method throughout the pipeline in order to incorporate the 
effects of the pipe elasticity and water compressibility, through considering the water hammer speed (𝑎) 
instead of the gravity wave celerity. The performance of RC-FM is assessed by comparing the peak 
pressure head (maximum and minimum) and flowrate for two different pipeline diameters (𝐷 =
53 & 102 𝑚𝑚), each with two different initial air pocket volumes and two different initial flowrates. The 

distributions of the normalized air pressure head (
𝐻𝑎

𝐷
) and the normalized discharge flowrate (𝑄∗ =

𝑄

√𝑔𝐷5
) 

are presented in terms of the normalized time variable (𝑇∗ =
√𝑔𝐷

√∀𝑎,0
3 𝑡).

     For the total valve closure, the air pressure head distributions, provided by the above mentioned 
approaches, are illustrated in Figure 2. According to Vasconcelos and Leite (2012), the valve takes 0.2𝑠 to 
completely block the outlet. Thus, as can be seen in Figure 2, the pressure head and flowrate, calculated 
by RC-FM do not vary for a small time interval along the horizontal axis. This fact indicates that in the 
computation, the selected time step is smaller than 0.2𝑠 and the valve takes some time to touch the flow, 
during which the air pocket has contact with the atmosphere and the air pressure is the same as the 
atmosphere. 
     In both cases with different air pocket volumes and flowrates, the MOC and RC models over predict the 
maximum and minimum pressures, while the RC-FM could improve these peak pressures relatively. 
Moreover, the RC-FM approach could predict the attenuated solutions, which makes the results in the next 
oscillations more accurate, while the RC and MOC do not exhibit any damping effect. Note that the damping 
effect of the RC-FM is larger than the experiment.  
     For the larger air pocket sizes, the pressure frequencies are predicted more accurately by all 
approaches. However, for the smaller air pocket sizes, the RC model fails to predict the frequency properly, 
while the MOC model prediction of the pressure frequencies is accurate, which could be due to 
incorporating the water hammer speed. Surprisingly, the RC-FM approach, which only include the gravity 
wave celerity, could predict the pressure frequencies as well even for the small air pocket sizes. This could 
be due to taking the air velocity into account through the variable 𝑉𝑏 , which compensates for neglecting the 
pipe elasticity and water compressibility. 
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Figure 2: Pressure hydrograph for total valve closure. 

     The distributions of the discharge flowrate are presented in Figure 3 for all numerical models and the 
experiment. The initial experimental flowrates were used as an input of the numerical models. For the 
minimum and maximum flow rates, the RC-FM approach outperforms the MOC and RC models for both air 
pocket sizes, while the MOC is more accurate compared to the RC model, particularly, in smaller air pocket 
sizes, since the RC model significantly over predicts peak flow rates. It is clear that the RC-FM captures 
the decay of inertial frequencies more accurately than the MOC and RC models, although it is more rapidly 
than the experiment. The discrepancies in frequencies of discharge flowrate is similar to the pressure head. 

Figure 3: Flowrate hydrograph for total valve closure. 

     The RC-FM approach was also examined in computation of partially valve closure 81%. The results 
were compared to the MOC and RC models as well. Figure 4 illustrates the distribution of the pressure 
head. The MOC and RC are more accurate than the RC-FM approach in larger air volume, although all 
models under predict the peak pressure head. For smaller air volume, the RC-FM approach significantly 
under predicts the peak pressure head, while the MOC and RC over predict the peak pressure head. For 
the partial valve closure, attenuation is mostly caused by the kinetic energy release from the outlet, which 
is well accounted for in all models. However, the RC-FM approach predicted the transition to steady state 
conditions after valve closure more accurately, except for two cases, in which the RC-FM is still competitive 
to the RC and MOC models.  
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Figure 4: Pressure hydrograph for 81% valve closure. 

The discharge flowrate distribution for 81% closure is illustrated in Figure 5. As can be seen the MOC and 
RC models behaves more accurately than the RC-FM approach. Steady state flow rates were also more 
accurately predicted by MOC and RC. 

Figure 5: Flowrate hydrograph for 81% valve closure. 
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7   CONCLUSIONS 

     Surges caused by sudden air pocket compression were studied for 𝐷 =  53 and 102 𝑚𝑚  PVC pipelines 
with adverse slopes. A shock fitting approach (RC-FM) was proposed in which the rigid column model and 
the Saint-Venant equations were applied to the pressurized flow and the free surface flow, respectively. 
The results were compared to the experiments and numerical results of rigid column (RC) model and 
modified Saint-Venant equations (MOC) of Hatcher et al. (2015). A constant inflow discharge was supplied 
by an upstream reservoir in which a pressurized flow existed at the upstream end of 10.7 or 12.0 𝑚 pipelines 
and a free surface flow at the downstream end. Sudden closures of a downstream valve initiated the surge 
event trapping an air pocket. Two different air pocket volumes and flow rates were tested for 81% and 
100% valve closures. The objective was to determine the abilities of the shock fitting approach focusing on 
peak surge pressures, flowrates. For total valve closures, the shock fitting approach predicts the peak 
pressure head and flowrates more accurately for various ranges of air volumes and discharge flowrates, 
while both RC and MOC models consistently overestimated. Moreover, the accuracy of MOC and RC 
models decreased for cases with larger flowrates and smaller air pocket volumes. Inertial frequencies were 
resolved accurately by all models for cases with smaller flowrates and larger air pocket volumes. However, 
for small air pocket sizes, the RC model significantly diverged, since the predicted frequencies are larger 
than the experiments. The RC-FM approach could capture the attenuation behavior, although this approach 
dampens the solutions more rapidly than the experiment. Both MOC and RC models was unable to predict 
this attenuation. Both MOC and RC models performed more accurately for partial valve closure cases.  
     In conclusion, for the total valve closure the proposed shock fitting approach captures the flow features 
of air entrapment more accurately for various ranges of air pocket volumes and discharge flowrates, due to 
its ability to take the air velocity into account. However, it does not work well for partially closed valve, as it 
under estimates the peak pressure, although, it could predict the steady state condition competitively. This 
poor behavior could be due to the discharge coefficient, since the computation is sensitive to this coefficient. 
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